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Abstract

Human systems integration (HSI) is an essential field of systems engineering
(SE) that emerged, departs, and encompasses from its initial components that are
human factors and ergonomics, human-computer interaction, engineering, and
domain experience. Current capabilities and maturity of virtual prototyping and
human-in-the-loop simulation (HITLS) enable virtual human-centered design
(HCD) that can be combined with SE to realize HSI. HSI is almost necessarily
model-based; it uses HITLS and requires a homogenized human and machine
systemic representation. Virtual HCD enables us to take into account both human
and organizational elements not only during the design process but also during
the whole life cycle of a system. These new capabilities are made possible by
digital tools that enable virtual environments that in turn should be made tangible.
Digital twins can be solutions for supporting HSI, operations performance, and
experience integration. Tangibility is therefore a crucial concept in model-based
HSI (MBHSI), which should be both analytical and experimental, based on
appropriate scenarios and performance metrics essentially supported by domain
experience. An aeronautical example illustrates an instance of MBHSI.

Keywords

Human systems integration · Systems engineering · Human factors and
ergonomics · Human-computer interaction · Human-in-the-loop simulation ·
Modeling · Virtual prototyping

Introduction

When the first draft of this chapter was started, the intention was to provide a model-
based systems engineering (MBSE) contribution to human systems integration
(HSI). Thinking about it, it became clear that HSI is necessarily model based. This
is the reason why the title of this chapter is Model-Based Human Systems Integration
(MB-HSI), which reinforces the intrinsic modeling need for HSI. In addition,
modeling in HSI cannot be considered without simulation and even more impor-
tantly human-in-the-loop simulation (HITLS).

HSI emerged in the beginning of the 2000s as an approach to considering the
human element in the design and management of a complex sociotechnical system
during its whole life cycle. A sociotechnical system (also called human-machine
system) is composed of humans and machines interacting with each other.

The progressive and exponential accumulation of software during the last three
decades naturally induced the need for considering human-centered design (HCD)
seriously [9, 11]. More specifically, HCD was made possible thanks to the develop-
ment of computer-based prototyping that enables “virtual HCD” (VHCD). VHCD
involves HITLS that enables carrying out activity analyses and further considers
tangibility. Virtual HCD is further developed in section “State of the Art: History and
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Evolution” of the chapter. Two tangibility meanings should be articulated in the
design and management of complex sociotechnical systems: physical tangibility
(e.g., grasping a physical object) and figurative tangibility (e.g., grasping a concept
or an abstraction). Today, some tangibility problems can be anticipated through the
use of 3D printing capabilities, for example.

Eugène Ionesco, a French avant-garde theater writer, depicted human existence in
a tangible way. Claude Bonnefoy published, after Ionesco’s death, a magnificent
interview he had with him, where the following citation is an excellent perspective
for VHCD: “In a dream, we’re still in a situation. In short, I believe that dreaming is
both a lucid thought, more lucid than in the waking state, a thought in images, and
that it is already theatre, that it is always a drama because we are always in a situation
(French citation: “En rêve, on est toujours en situation. Bref, je crois que le rêve est à
la fois une pensée lucide, plus lucide qu’à l’état de veille, une pensée en images et
qu’il est déjà du théâtre, qu’il est toujours un drame puisqu’on y est toujours en
situation.”)” [32]. Virtual prototyping and advanced visualization techniques and
tools provide us with means that transform dreams into images, theater plays, and
consequently tangible designs. Brenda Laurel introduced this concept in her book,
Computer as Theater, in the beginning of the 1990s [37].

This evolution toward a human-centered systemic approach requires to define
what the concept of “system” really means. Indeed, the concept of system is not only
a matter of machines, but it is also a matter of people and organizations. This is the
content of section “Key Concepts and Definitions for a Human-Centered Systemic
Approach” of the chapter, where a system is defined as an articulation of structures
and functions and issues of complexity and maturity of human-machine systems are
developed.

Section “Domain Experience Integration and Artificial Intelligence Solutions” is
an attempt of clarification of the concept of experience, as well as its utility in HSI. A
systems engineering framework for model-based experience integration is provided.
This framework could be based on appropriate artificial intelligence (AI) concepts,
methods, and tools. Domain experience is thought in the phenomenology sense
(i.e., meaning and subjectivity of people’s experience from observation and com-
piled knowledge in a given domain).

Section “Concrete Chapter Contribution: The PRODEC Method” presents a new
method, called PRODEC, based on the acquisition, analysis, and use of procedural
(PRO) and declarative (DEC) knowledge for VHCD. Human-centered design of
complex systems is a matter of identification of relevant human and machine entities,
considered as systems, which can be physical and/or cognitive (cyber). Procedural
knowledge is about operational experience that is often expressed in the form of
stories by subject matter experts. Declarative knowledge is about objects and agents
involved in the targeted human-machine system being designed. The PRODEC
process involves human-in-the-loop simulation to incrementally create and maintain
appropriate performance models. An aeronautical application is provided to illus-
trate the use of the PRODEC method.

A discussion is started in section “Discussion: Challenges, Gaps, and Possible
Futures” where the approach departs from technology-centered MBSE [31] toward
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human-centered design intimately fused into systems engineering (SE) that naturally
leads to human systems integration. Human-centered modeling limitations are
explored leading to an epistemological endeavor.

The summary provides perspectives in model-based human systems integration
where possible directions of research are projected not only on human modeling but
also on human-centered digital twins.

State of the Art: History and Evolution

Task and Activity

It is useful to introduce the distinction between task and activity. A task is what is
prescribed to be performed. For example, preparing breakfast in the morning is a
task. It can be described in the form of subtasks, including “taking fruits out of the
fridge,” “putting cereals and soymilk in a bowl,” “preparing coffee,” and so on. It
becomes clear that a task is linguistically described by a verb and a direct object
complement. A task can also be described by a procedure, which can be a list of
subtasks or a more sophisticated algorithm of subtasks, like a computer program that
includes sequences, choices, loops, and other things of that type. Flying an aircraft is
based on procedure following, for example. If a task is usually prescribed before
actual performance using a procedure, this procedure can be occasionally adapted.
For example, when breakfast becomes a brunch, other ingredients could be added to
the everyday routine, and you can make another more elaborated procedure for that
occasion. In terms of task, you are always brought back to follow a procedure,
whether already made or made on the spot.

However, at operations time, things may not happen exactly as expected. There
are events or circumstances that may disturb the execution of the task. In these cases,
procedures do not apply as prescribed, and human operators need to make something
up. Consequently, their actual activity departs from the task (i.e., what you do
effectively is different from what was prescribed). For example, you realize that
you forgot to buy coffee, and the subtask “preparing coffee” cannot be executed as
prescribed. At this point, you have to solve a problem. You may decide to choose the
task “preparing tea,” or “going to the shop, if open, and buy coffee.” Activity could
be called effective task that is an adaptation of the task to the circumstances in real
time. The expression, “deviations between task and activity,” is typically used.

In life-critical environments, procedures greatly support operations
(i.e., performance), but problem-solving skills and knowledge are also necessary
to handle unanticipated circumstances or unexpected events. Reasons of task-
activity deviations can be intrinsic (e.g., a human operator suddenly becomes sick)
or extrinsic (e.g., weather conditions cause an electric shutdown). In both cases,
adaptation is required and effectively happens. This is the reason why it is essential
to anticipate possible activities in human systems integration. This has been a major
difficulty for a long time. The next section presents an evolution of engineering and

4 G. A. Boy



associated human factors disciplines that contributed to bring solutions to this task-
activity issue.

Evolution of Engineering and Associated Human Factors

The evolution of human-related engineering approaches can be decomposed into
three eras (Fig. 1). Prior to the 1980s, the most important disciplines in engineering
were mathematics, physics, mechanical engineering, and industrial engineering.
This era was dominated by hardware and human physical issues at work. Human
factors and ergonomics (HFE) started to develop after World War 2 as an evaluation
discipline, populated with occupational medicine doctors, caring about workers’
health and safety. Health at work dealt with physical injuries, humidity, noise, heavy
physical workload, and so on. Safety was in terms of physical danger. When new
systems were built, people’s activity had to be observed and analyzed before design
and after the complete development of the system. This was fine, except for the fact
that human factors specialists were always fighting with engineers to convince them
that significant sociotechnical changes should be done on the system developed.
They were always too late, after design and development processes were over and
budget was almost all spent.

The second period started with the development of personal computers during the
1980s and later on with the Internet. Universal access to computing grew exponen-
tially. Software engineering, computer graphics, AI, and cognitive engineering
developed very rapidly. Software and computing were implemented in the form of
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Fig. 1 Evolution engineering and associated human factors
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add-ons to hardware. This is what automation is about (e.g., automation of airplanes,
office automation, and so on). People incrementally discovered new cognitive issues
that were unknown up to then. The shift was from doing to thinking. Human-
computer interaction (HCI) developed as a discipline, making graphical user inter-
faces (GUIs) a necessity. Usability engineering became a dominant practice in HCI,
because it became possible to test a system with end users in the loop. HCI
developed because both fundamental and practical supports for interaction design
and task analysis were needed as a major technique in HCD. Interaction design is
very contextual (i.e., user experience is crucial to HCD, and tests should be
performed in a large number of contexts). HCI provided what is available today in
terms of GUIs, data and information visualization, computer-supported cooperative
work (CSCW), and smartphones, for example. Commercial aircraft flight decks that
increasingly include layers and layers of software and computer-based pointing
devices were called “interactive cockpits.” Pilots started to interact with computers
more than with mechanical devices of their aircraft.

HCD first focused on usefulness and usability engineering [46] and the develop-
ment of ISO 9241-210:2010(E) standards, for example. At the same time, even if
participatory design was developed within the HCI community [45], it should be
recognized that aeronautical engineering design was for a long time, and still is,
based on participatory work with experimental test pilots. Participatory design
requires everyone to understand each other and more specifically the definition of
a common language, based on the various concepts of the domain. It should be
evolutionary because it is impossible to get a definitive ontology but a stabilized
explicit ontology. This language should support analysis, design, and evaluation of
complex systems.

The importance of complexity science in SE, virtual modeling and simulation
(M&S), and organization design and management became effectively clear in the
beginning of the 2000s. Human systems integration (HSI) was born as a combination
of HCD and SE. The problem became less about automation since any technological
project is starting nowadays on a computer, using PowerPoint, for example, to
present how the future system will look like and it could be used. The next step is
typically a more detailed virtual M&S of that system, even human-in-the-loop
simulation (HITLS) where people, potentially end users, have the possibility to
test the future system being developed, in a virtual way. However, even if this is
great news (i.e., activity can be tested at design and development time), the problem
of tangibility remains.

Current sociotechnical systems are complex because they are extremely
interconnected, and what people’s roles are or should be within these systems should
be figured out. Interconnectivity is not only between us and technology but also
between us through technology. It is therefore important and timely to improve our
understanding on what these systems are really about. In addition, since AI is back,
how AI and SE can be harmonized and work together should be better understood.
Why? This is because systems are becoming more autonomous and therefore have to
be more appropriately coordinated. Automation has been developed using knowl-
edge of very well-known situations. Autonomy is currently seen as the next
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technological step. It consists in developing systems that are equipped with
enhanced situation awareness, decision-making, planning, and action capabilities.
However, it would be better to focus more on human autonomy as well as organi-
zational autonomy by developing technology and organizational setups that provide
flexibility, instead of current automation rigidity. Therefore, working on human and
machine autonomy is a must to better understand how to handle often-forgotten
non-linearities.

System Knowledge Impacts Design Flexibility and Resource
Management

System knowledge, design flexibility, and resource commitments are three parame-
ters that should be followed carefully during the whole life cycle of a system. HSI
aims to increase the following sufficiently early [6]:

• System knowledge, that is, knowing about systems at design, development,
operations, and disposal times, how the overall system, including people and
machines, works and behaves.

• Design flexibility, that is, keeping enough flexibility for systems changes later in
development and usages.

• Resource commitments, that is, committing as late as possible on expensive
resources (e.g., hardware) during the life cycle of the overall system.

When a technology-centered approach is used (typically what has been done up to
now), system knowledge increases slowly in the beginning, growing faster toward
the end of the life cycle (i.e., from early design to disposal). Design flexibility drops
very rapidly, leaving very few alternatives for changes, because resource commit-
ments were too drastic and too early during design and development processes.

Observing the way systems are being designed today helps realize the shift from
the twentieth century, where the engineering design process was from hardware to
software with constant automation during the last three decades, to the twenty-first
century, where the engineering design process is from software to hardware since all
designs start on a computer and eventually end up being 3D printed. This shift is
good news because there is no need to commit too early on hard-to-modify
resources. At the same time, the engineering design team can learn about the system
being designed from its digital twin that can be used and then tested (i.e., using
HITLS). This means that activity analysis can be done at design time, and results can
be injected into the requirements of the system before it is physically built. Even
better, enough design flexibility can be kept for a longer period of time.

This drastic revolution makes emerge issues of tangibility that need to be
addressed seriously. Tangibility is not only a matter of physics; it is also a matter
of intersubjectivity (i.e., mutual understanding) between end users and designers and
ultimately between end users and developed technology. Note that in human-
machine systems, machines are the concrete realization of designers; this is the
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reason why user-designer intersubjectivity is at stake. In other words, end users
should be able to understand what machines are doing at appropriate levels of
granularity and why. Consequently, complexity analysis has become tremendously
important in our increasingly interconnected world. This is even more significant
when machines include AI software that provides behaviors difficult to understand
and therefore requires explainability mechanisms to keep trust and collaboration
with the people involved.

At this point, the need for virtual M&S for HCD and consequently HSI becomes
obvious. Virtual M&S is mandatory to develop and use HITLS for making virtual
HCD possible (i.e., enabling activity observation and analysis in a virtual world that
resembles reality and therefore getting the right system for the right task in the right
context). Tangibility tests should be done.

Use of Digital Twins During System’s Whole Life Cycle

The digital twin concept was presented to the industry in 2002 under the term of
“Conceptual Ideal for Product Lifecycle Management (PLM)” at the University of
Michigan (Grieves, 2016). NASA adopted the term “digital twin” [17, 25, 47, 62]. A
digital twin is “a set of virtual information constructs that fully describes a potential
or actual physical manufactured product from the micro atomic level to the macro
geometrical level” [26]. This definition usually refers to product’s structure. It should
be extended to product’s function. Figure 2 presents a concept map of the digital twin
concept.

A digital twin (DT) is a virtual instance of a physical/cognitive system that
enables to simulate dynamic phenomena of both structures and functions of a
system. Madni et al. (2019) claimed that DT extends MBSE. According to Madni
and his colleagues [40], a digital twin can be used as a model of a real-world system
to represent and simulate its structure, performance (i.e., function), health status, and
mission-specific characteristics during the whole life cycle of the system and incre-
mentally update it from experience (e.g., malfunctions experienced, maintenance,
and repair history). In other words, a digital twin can be used as a recipient of
experience feedback information and support for system performance (e.g., preven-
tive and timely maintenance based on knowledge of the system’s maintenance
history and observed system behavior). A digital twin is therefore a great support
to improve understanding of the various relationships between system design and
usages. In addition, a digital twin enables to support traceability and logistics along
the whole life cycle of a system.

Considering a digital twin as a system digital model, in the SE sense, a distinction
should be made between predictive digital DT and explanatory DT. A predictive DT
is typically a very well-tested digital analog that produces similar outputs as the
system would produce in response to the same inputs. It is usually simple and
defined in a limited context. It is consequently short-term, rigid, and focused on a
specific process or phenomenon. It can be used for marketing and, in some specific
cases, when the domain is sufficiently mastered to operationally predict crucial
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system’s states. In contrast, an explanatory DT is defined by an ontology of the
domain. It is longer-term, flexible, and generic within the domain being considered.
It can be used for analysis, design, and evaluation of a complex system, as well as for
documenting its design and development process and its evolutionary solutions.
Therefore, a digital twin is a digital model that enables running simulations to predict
behavior and performance of a real-world system and/or explain why this system
behaves the way it behaves.

A digital twin could be considered as a sophisticated interactive notebook that
provides a vivid representation of the system being considered. Validation and
certification of a DT are never finished. A DT is constantly modified by integrating
new features, as well as modifying and/or removing old features. Considering
system’s life cycle, digital twins can be used in a variety of industrial activities
including product design; engineering optimization; smart manufacturing; job-shop;
scheduling; human-machine collaboration; operations diagnostic and decision-
making; prognostics and health management; maintenance management; and,
more generally, product lifecycle data management.

A DTcould be used as a mediating tool to collaboratively test a very early concept
within a design team that includes a group of experts with different backgrounds.

Fig. 2 Digital twin definitions and properties
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Note that the design team includes targeted users or human operators of the system to
be developed. Each member of the design team should understand the same thing as
the others. This is the reason why team members should have the same objectives
and share the same situation awareness (SA) of what is being designed and further
developed [22]. In this case, the DT represents this shared SA (SSA). Each member
of the design team can see the same thing and eventually manipulate it. It is therefore
a great support for participatory design. A DT for SSA starts with a discount DT
(DDT). This could be done with the help of an artist, capable of producing a DT in
the form of a cartoon or animation of the targeted system to be developed. DDT
increases design team intersubjectivity through incremental modifications using
collective critical thinking and experience feedback.

Once the DT is fully completed and approved by all members of the design team,
it can be used to develop computer-aided design (CAD) of the system in depth.
Using real numbers determining system’s structure and function contributes to
tangibilize the whole thing. The DT then becomes more rational and tangible.
Once a “final” version is approved, physical construction of the system can start.
This is another stage of tangibilization. Once a satisfactory version of the physical
prototype is constructed, it can be tested in the “real world.” Nevertheless, handling
this HCD participatory process toward HSI requires everyone to speak the same
systemic language. Consequently, the concept of system should be clarified in light
of HSI.

Key Concepts and Definitions for a Human-Centered Systemic
Approach

What Does “System” Really Mean?

A system is a representation of a natural or artificial entity. For example, physicians
talk about cardiovascular or neural systems; anthropologists talk about communities
of people and social groups as organizational systems; and engineers talk about
mechanical and civil engineering systems. Figure 3 presents a synthetic view of what

Fig. 3 Cognitive-physical structure-function system representation
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a system is about. A system is recursively defined as including people, machines,
and systems. A system can then be considered as a system of systems (SoS). In
addition, a system has at least a structure and a function that can be physical and/or
cognitive. In practice, a system has several structures and several functions articu-
lated within structures of structures and functions of functions.

At this point, let’s notice that an SoS is defined in the same way as Minsky [44]
defined an agent as a society of agents. Russell and Norvig [55] defined an agent as
an architecture (i.e., structure) and a program (i.e., function). For a long time,
engineers considered a system as an isolated system or a quasi-isolated system. As
for an agent in AI, which has sensors and actuators, a system in SE has sensors to
acquire an input and actuators to produce an output. In an SoS, each system is
interconnected to other systems either statically (in terms of systems’ structures) or
dynamically (in terms of systems’ functions). Summarizing, an SoS is projected onto
a structure of structures, usually called an infrastructure, where a network of
functions could be allocated. It should be noted that the resulting network of
functions is not necessarily a direct mapping on the related infrastructure.

The definition of a system is intrinsically recursive (Fig. 4), as an agent is defined
as a society of agents in AI [6]. Therefore, in this chapter, “system” and “agent” are
representations that have the same meaning. A system’s function is defined by a role,
a context of validity, and resources that can be physical and/or cognitive, human or
machine systems, or agents. In addition, concepts of system and resource are very
similar. A resource of a system is a system itself.

Complexity generated by several levels of recursion, shown on Fig. 4, has a direct
impact on engineering design and validation of systems being developed. If
resources are rigidly allocated to a system, when external context does not match
the context of validity of the system, serious issues may arise at operations time.
Alternatives are dynamic resource allocation either by adapting existing resources to
new jobs or creating new resources. This will be further analyzed later on in this
chapter. Resources and contexts are orthogonal and should be articulated. From a
methodological point of view, a context-resource hyperspace can be a very useful

Fig. 4 Recursive definition
of a system

Model-Based Human Systems Integration 11



topological support in engineering design and SE. Figure 5 presents a functional
context-resource hyperspace that can be mapped onto a dual structural hyperspace.

Emergent Functions and Structures

Following up on the task-activity distinction, in addition to the topological and
teleological definition of a function in terms of role, context, and resources, it is
interesting to also consider a function in a logical sense. That is, a function trans-
forms a task into an activity. In other words, when a human-machine system is at
work, it produces various kinds of activity resulting from the execution of the
various tasks that it is assigned to do. Bertalanffy [5, 58] said “a system is a set of
elements in interaction.” In addition, a system at work does not stay the same during
its lifetime. It learns. Such learning is a matter of incorporation of emergent
behaviors and properties. Emergence comes from activity.

Figure 6 shows emerging functions in yellow (i.e., functions coming from
problem-solving of unanticipated issues and that should be compiled and incorpo-
rated in future practice) and potentially emergent structures in pink (i.e., structures
that were previously ignored and need to be incorporated in the design of the overall
system).

Looking for Separability, Emergence, and Maturity

There are three important factors that characterize sociotechnical systems: separa-
bility, emergence, and maturity. Physiologists are aware and use the separability
concept for a long time to denote the possibility of separating momentarily an organ
from the human body without irreversibly damaging the entire human body, con-
sidered as a system of systems. Some organs, such as the brain, cannot be separated
because the human being could die from this separation. Those organs, as systems,
have to be investigated and treated while connected to the rest of the body.

Fig. 5 A functional context-
resource hyperspace (adapted
from Boy, 2011)
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It is therefore crucial to depart from the system design approach in silos and
integration just before system delivery. This is not a problem when sub-systems are
separable (Fig. 7). Clumsy integration, often done too late in the development
process, is likely to cause surprises and even a few catastrophes at operations time.
This is the reason why adjustments are always required, operationally either via
adapted procedures or human-machine interfaces and in the worst case more drastic
redesign of the whole system.

The lack of consideration for the separability issue in air traffic management
(ATM) is a good example, where, for a long time, most air and ground technologies
were designed and developed in isolation. Recent programs, such as SESAR (Single
European Sky ATM Research), try to associate air and ground stakeholders. The
“TOP model” (shown on Fig. 8 and developed in the next section of the chapter)
supports design and development teams in the rationalization of interdependencies
between technology, organizations, and people [9]. This requires observing and
analyzing various activities using virtual M&S to identify emerging properties and
functions of technologies under development, and not await to discover them at
operations time.

Fig. 7 Example of three separable systems of a SoS (Boy, 2020)

Fig. 6 Emerging functions
(yellow) and structures (pink)
within an active human and
machine system of systems
(note that functions are
represented by circles and
structures by rectangles)
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Domain Experience Integration and Artificial Intelligence
Solutions

There is a lot to say on experience feedback, also called in-service experience or user
experience depending on the domain at stake (e.g., aeronautical, nuclear, or com-
puter industry). In life-critical systems, experience feedback, often known as REX or
RETEX, is cumulative and happens to be heavy duty but contributes to create and
maintain a safety culture, for example. More specifically, ultra-safe industries [2],
such as the nuclear industry, produce procedures and rules that have become
numerous and can constrain operations [13]. This is mainly due to cumulative
experience feedback mechanisms that contribute to pile up large numbers of regu-
latory-based requirements, which end up in such numerous procedures and rules. In
human-computer interaction, user experience, often known as UX, is used to refine
user interfaces with respect to activity observation and analysis. This section is an
attempt to rationalize what experience integration means. But first, let us define the
term “experience.”

What Does “Experience” Mean?

The French philosopher and sociologist Auguste Comte introduced positivism that
considers authentic knowledge as based on sense experience and positive verifica-
tion [19]. The German philosopher Edmond Husserl introduced phenomenology in
the beginning of the twentieth century as the study of consciousness and conscious
experience [29, 30]. Among the most important processes studied by phenomenol-
ogy are intentionality, intuition, evidence, empathy, and intersubjectivity. The
positivism-phenomenology distinction opens the debate on objectivity and subjec-
tivity. Our occidental world based most of our engineering approaches on positivism
which led to developing a very precise and verifiable syntax, often leaving semantics
somewhere behind, perhaps because semantics is full of subjectivity.

Fig. 8 The TOP model
for HCD
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Winograd and Flores [65] provided a perspective for AI and HCI based on
phenomenology. This chapter extends this perspective to engineering design and
SE. Therefore, referring to phenomenology, the concept of experience that will be
used in HSI is about meaning and subjectivity coming from people’s experience in a
given work environment. Gathered people’s experiences will help the construction
of typical episodes or scenarios. HSI considers that the classical positivist approach
is no longer sufficient, often ineffective, and inappropriate, leaving aside crucial
non-linearities that come back to us at operations time in the form of what is
currently called “unexpected events” (e.g., COVID-19 pandemic). Experience is
gathered and integrated incrementally during (sometimes long) periods of time.
Typical episodes are assimilated and accommodated in the form of schemas, in
Piaget sense [49, 50]. Piaget’s schemas can be represented by cases in AI and lead to
case-based reasoning.

Complex human-machine systems are living entities where “normal” events are
experienced and/or observed, and emergent phenomena are incrementally discov-
ered; they all are reported as experience. Good human-centered design should focus
on the discovery of such emerging phenomena, in HITLS during design and
development and in-service experience during the whole life cycle of a system.

Toward Model-Based Experience Integration: Human-AI-SE Cross-
fertilization

Cross-fertilization of SE and AI has been already mentioned in this chapter when the
analogy between system and agent was described and more specifically the analogy
between a system as a system of systems in SE and an agent as a society of agents in
AI [7]. The Research Council of the Systems Engineering Research Center (SERC)
and a US Defense Department-sponsored University Affiliated Research Center
(UARC) recently developed a roadmap structuring and guiding AI and autonomy
research [43]. This roadmap outlines “digital engineering transformation aspects
both enabling traditional SE practice automation (AI4SE) and encourage new SE
practices supporting a new wave of automated, adaptive, and learning systems
(SE4AI).” Even if this roadmap mentions that automation and human interaction
research (denoted as manned/unmanned teaming) was “an essential part of systems
engineering of these systems,” nothing was said on neither organizational issues and
problems to be solved nor how human-systems integration would be done. This is
the reason why HSI takes even more importance in our growing digital world where
autonomy and flexibility have become essential [6].

Why is the shift from automation to autonomy crucial in HSI? Control and
management of life-critical systems are typically supported by operations procedures
and automation. Automation is usually thought as automation of machines. Analo-
gously, operation procedures can be thought as automation of people [9]. Problems
come when unexpected situations occur, and rigid assistance (i.e., procedures and
automation) may not work any longer, because system’s activity is out of its context
of validity. Outside system’s context of validity, the rigidity of both procedures and
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automation rapidly leads to instability and sometimes radical breakdowns unfortu-
nately. In these cases, instead of following procedures and monitoring automation,
people need autonomy to solve problems. The more people have appropriate knowl-
edge and experience, the more they are autonomous and have the capabilities to
solve problems. They also need to have appropriate technological and/or organiza-
tional support. Therefore, autonomy is a matter of appropriate technological support
enabling flexibility, coordinated organizational support, and people’s knowledge and
knowhow. Off-nominal situations management involves functions of autonomous
human and machine agents that need to be coordinated. Figure 9 presents these three
options, which lead to the difficult problem of function allocation.

In all cases, functions from automated or autonomous systems/agents need to be
correctly allocated to the right systems/agents whether they are people or machines.
Such allocation cannot be done only statically a priori but also dynamically with the
evolution of context. Consequently, systems should be flexible enough to be able to
be modified incrementally. Flexibility should result from such function allocation
based on the TOP model.

Coordinating Technology, Organization, and People (TOP)

On the technology side, machine functions should be flexible enough to be modified
if required and appropriately usable. HSI requires integration of experience and
expertise, which is often available in the form of cases solved in the past and
potentially reusable in similar situations. AI extensively developed knowledge-
based systems and case-based reasoning, which can be very effective when associ-
ated with supervised machine learning. Handling cases requires appropriate situation
awareness, and therefore AI can supply approaches such as intelligent visualization,

Fig. 9 Procedures, automation, and problem-solving leading to the allocation of human and
machine functions [6]
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which involves deep learning. Case-based reasoning (CBR), as presented by Aamodt
and Plaza [1], is very useful in the context of experience feedback management.
CBR is based on four main processes: retrieval of one (or several) similar case
(s) similar to a current case; reuse of previously used cases to elaborate a working-in-
progress solution; revision of the working-in-progress solution by modifying its
structures and functions until a satisfactory solution is found; recording of the
successful solution for later reuse; and potentially making it more generic. CBR
could be developed within a statistical framework in order to perform probabilistic
inference as opposed to deterministic inference [64].

Machine learning (ML) has become dominant in AI because it offers algorithms
that enable to reduce huge data sets to “meaningful” information. Consequently, ML
can be very interesting within our flexible autonomy endeavor. Indeed, flexible
autonomy should be based on experience, which is acquired incrementally through
a large number of try-and-error activities and therefore big data sets. As a matter of
fact, positive experience is as important as negative experience. If incidents and
accidents are very well documented and can serve as useful data for learning, the
focus should be put even more on positive experience (i.e., things that went well).
ML algorithms are developed to make sense of large amounts of data. They enable
the elicitation of patterns, information organization, anomalies and relationships
detection, as well as projections making. These algorithms will enable fine-tuning
of increasingly autonomous systems performance in a safe, efficient, and comfort-
able manner. They can contribute to improve task execution precision. Most impor-
tant here is the definition of “meaningful” information, which cannot be done
without well-done human-centered design. AI algorithms are not neutral; they
incorporate human-made requirements and technological constraints that determine
all logical and mathematical formula that they use.

Intelligent visualization [24, 33, 61] is a growing field of investigation that
attempts to develop visualization methods and tools that enable complex data to
be better understood by people. In other words, it helps people to be more familiar
with complex systems when they are appropriately visualized. Remember the adage,
“A picture is worth a thousand words.” In addition to static pictures, dynamic
animations, simulations, and movies can be displayed to improve understanding of
complex data and concepts. AI can support intelligent visualization as demonstrated
in visual analytics [35]. More specifically, human visual exploration could be
supported by data mining for knowledge creation and management.

On the organizational side, three systemic interaction models can be considered [6]:

• Supervision is a process that enables a system (i.e., a supervisor) to supervise
interactions among other systems that interact among each other. Supervision is
about coordination. This interaction model is used when systems do not know
each other and/or do not have enough resources to properly interact with each
other toward a satisfactory performance of their constituting systems.

• Mediation is a process that enables systems to interact with each other through a
mediation space made of a set of mediating systems, such as ambassadors and
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diplomats. This model is used when systems barely know each other but easily
understand how to use the mediation space.

• Cooperation is when systems are able to have a socio-cognitive model of the SoS
which they are part of. Each system uses a socio-cognitive model of its environ-
ment to interact with the other systems, maximizing some kinds of performance
metrics. Note that this model is collective and democratic. This interaction model
is used when systems know each other through their own socio-cognitive model,
which is able to adapt through learning from positive and negative interactions.
Other models could be used such as dominance of a system over the other systems
(i.e., a dictatorial principle).

On the human side, people can be designers, engineers, developers, certifiers,
maintainers, operators or end users, trainers and dismantlers (not an exhaustive list).
People, in the TOP model, have activities and jobs. Anytime technology and/or
organization changes, people may change their activities and/or jobs. Sometimes,
new technology may lead to people losing their jobs, or conversely new jobs
(i.e., functions) should be created and therefore a new set of people might be hired
(i.e., a new structure should be created within the organization). People have their
own human factors issues, such as fatigue, workload, physical and cognitive limi-
tations, and creativity [6].

Sociotechnical SoS infrastructure can be hierarchical or heterarchical, for exam-
ple. Evolution of digital organizations drastically changed people’s jobs going from
the hierarchical army model to the heterarchical orchestra model [9], with musicians,
some of them being conductors and compositors. More formally, an orchestra
playing a symphony (i.e., a product) requires five interconnected components:

• Music theory as the common language (i.e., a framework for collaborative work).
• Scores produced and coordinated by composers (i.e., coordinated tasks to be

executed).
• Workflow coordinated by a conductor (i.e., system of systems activity).
• Musicians performing the actual symphony (i.e., the actual system of systems).
• Audience listening produced symphony (i.e., end users of the product).

Concrete Chapter Contribution: The PRODEC Method

Human-centered design of complex systems is a matter of identification of the
multiple human and machine entities, considered as systems, which can be physical
and/or cognitive (cyber). Systems can indeed be modeled by roles, contexts of
validity and resources that are systems themselves. Therefore, these properties
need to be properly identified. PRODEC is a method to this end [12]. It is based
on the distinction used in cognitive science and computer science between proce-
dural and declarative knowledge. Procedural knowledge is about operations experi-
ence that is often expressed in the form of stories by subject matter experts.
Declarative knowledge is about objects and agents required in the design of a
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targeted human-machine system. The PRODEC method is articulated around the
elicitation of procedural knowledge from subject matter experts and abduction of
various human and machine systems properties and attributes. This abduction
process is based on creativity and validation of systems being targeted. The PRO-
DEC process may take several iterations to converge. It is highly recommended to
run human-in-the-loop simulation for such validation and therefore incrementally
create and maintain appropriate performance models and simulation capabilities.

Procedural and Declarative Knowledge

The distinction between procedural and declarative (or logical) knowledge is not
new. In the early stages of AI, this distinction was used to denote procedural and
declarative programming. Procedural programming languages are high-level
abstraction of computer instructions that enables the programmer to express an
algorithm in a line-by-line sequence of instructions. Procedural programing lan-
guages originated from FORTRAN [34, 42] and include Pascal [66], C [51], and
Python [21]. Conversely, declarative programming languages enable programmers
to declare a set of objects that have properties and capabilities. They originate from
LISP [4] and includes Haskell, Caml, and SQL, for example. Object-oriented
programming originated from Smalltalk and was inherited from both paradigms,
including Java and C++, for instance. These object-oriented languages enable pro-
grammers to declare objects and their properties as well as specific procedures called
methods. Declared objects are further processed as they are by a software inference
engine.

Computer science, AI, and cognitive psychology cross-fertilized for a long time.
Indeed, procedural knowledge and its distinction with declarative (or conceptual)
knowledge have been developed in several fields related to cognition such as
educational science [41] and development psychology [56], including mathematics
education [16, 27, 60], user modeling [20], and experimental psychology [38,
54, 63].

If the theater metaphor is used, a theatrical play is usually available first in a
procedural manner. A writer produces an essay that tells a story. Then, a director
selects, in a declarative manner, actors who have to read the essay and learn their
roles and scripts procedurally and coordinate them. PRODEC has been designed to
be used in HCD to benefit from both operations experience (i.e., human operators
will be asked to provide their salient operations stories) and definition of objects and
agents involved in the targeted human-machine system to be designed (i.e., the
design team will provide prototypes at various progressive levels of maturity).

With this method, how operations are performed prior to starting any design is
explored first. A procedural scenario is developed with experienced people, as a
timeline of events. PRODEC is based on the claim that stories told by subject matter
experts can be easily translated into procedural scenarios. Once several procedural
scenarios are elicited, human-centered designers are able to extract meaningful
objects and agents, which are described both functionally and structurally. This
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constitutes declarative scenarios (i.e., organizational configurations). Of course, this
articulation of procedural and declarative knowledge can, and should, be repeated as
many times as necessary and possible to get a consistent and implementable human-
machine system prototype, further developed and validated.

The production of procedural and declarative knowledge should be guided by a
framework that supports the main factors that include artifacts to be designed and
developed, users who will use them, the various tasks to be executed by these
artifacts, the organizational environment where they will be deployed, and the
various critical situations in which these tasks will be executed (see the AUTOS
Pyramid in [10]).

An Instance of PRODEC

At this point, let’s provide an instance of the Business Process Modeling Notation
(BPMN) (BPMN is based on a flowcharting technique tailored for creating graphical
models of business process operations, similar to UML (Unified Modeling Lan-
guage) activity diagrams. BPMN is procedural (i.e., it enables the description of
procedural information with different graphical elements in the form of scripts,
episodes, sequences, and so on, which mixes the ways agents interact with each
other – it is a program or a routine in the computer science sense).) associated with an
extended version of the Cognitive Function Analysis (CFA) method. BPMN is a
standard for business procedural process modeling [48, 57] and a language that
supports procedural knowledge elicitation and graphical formalization. CFA has
been developed for declaratively identifying human and machine cognitive (and
physical) functions and their relationships to support HCD [11]. CFA has been
upgraded as Cognitive and Physical Structure/Function Analysis (CPSFA) to handle
systems as agents [6].

Note that alternative procedural and declarative methods and tools could be used
to instantiate the PRODEC method. The BPMN-CPSFA PRODEC method is then
the following:

1. Elicit and review all tasks involved in the achievement of various goals.
2. Describe them as BPMN graphs (procedural scenarios).
3. Elicit cognitive (and physical) functions in the form of roles (associated to tasks

and goals), contexts, and associated resources (declarative scenarios).
4. Describe and refine elicited resources’ structures and functions (using CPSFA

formalism).
5. Iterate until a satisfactory solution is found.

Resources are typically human and/or machine agents, in the AI terminology, and
systems, in the SE sense. Contexts express persistent situations that can be either
normal, abnormal, or emergency. Contexts are usually defined in the form of
combined spatiotemporal conditions. For example, a postman job in a normal
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context can be expressed in terms of time (i.e., every weekday from 8 am to 5 pm)
and space (i.e., a well-defined neighborhood).

The PRODEC method has been used in an air combat system project called
MOHICAN. This project aimed at deriving performance metrics to assess collabo-
ration between pilots and cognitive systems, as well as trust in such cognitive
systems. Before deriving such metrics, relevant human and machine functions
should be elicited and further tested against such metrics.

First, task analyses were developed in the form of procedural scenarios
(i.e., BPMN graphs). Then, function analyses were developed in the form of
CPSFA declarative scenarios (agent-based configurations). Acquired air combat
functions knowledge greatly determined the kinds of metrics that should be used
for performance evaluation. For example, the “Acquire Information” function could
be assessed from various viewpoints that include accuracy, time, workload, mean-
ingfulness, and so on. This depends on context and available resources. Functions,
either physical or cognitive, were declared in terms of role, context, and resources.

An Illustrative Example of PRODEC Use

In the MOHICAN study, the BPMN-CPSFA PRODEC process describes (1) tasks to
be completed within the cockpit; (2) their distribution among agents involved (e.g.,
Pilot and Weapon System Officer, decision-making assistant system); (3) required
resources to complete each subtask (e.g., time, weapon system, air-to-air picture for
situation awareness, etc.); and (4) the various agents as well as the interdependency
between them (e.g., the pilot needs navigation information processed by the Weapon
System Officer to achieve a subtask). When a satisfactory solution is found, it is
typically implemented and tested into a human-in-the-loop simulation (HITLS).
Testing results are then used to re-instantiate a BPMN-CPSFA PRODEC process.
As an example, an emerging task, “Remind the pilot with safety altitude and safety
heading,” was discovered. This task is highlighted in the blue box in Fig. 10.

More specifically, when the situation degrades (e.g., autopilot height interception
does not perform as expected), simulations have revealed the pilot’s need for
information (e.g., safety altitude reminder and heading to remain on the planned
route) that experts didn’t plan in their procedural projections. The main emergent
function involved is “collaboration,” which can be expressed in the form of role,
context of validity, and resources required to make it useful and usable. It is clear in
this example that the function “collaboration,” implementing the task “remind the
pilot with safety altitude and safety heading,” can be allocated to either a human
being (i.e., the Weapon System Officer) or a machine (i.e., a virtual assistant) thanks
to an algorithm based on system status, flight parameters, and minimum height
monitoring.

This example shows how emergent functions are discovered from an initial task
analysis providing procedural scenarios (left hand side of Fig. 10), themselves used
in HITLS (middle of Fig. 10) with subject matter experts (e.g., pilots), leading to
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activity observation and further analysis and finally discovering emergent behaviors,
properties, and functions (left hand side of Fig. 10).

Discussion: Challenges, Gaps, and Possible Futures

Departing from Technology-Centered MBSE

Even if systems engineering (SE) is based on a holistic approach, it is often too much
technology centered and not enough human centered. Consequently, it fails some-
times spectacularly [14]. Uncertainty management is one of the main reasons. World
changes very fast. Therefore, requirements and solutions should be constantly
adapted. SE definitely requires flexibility. This is the reason why HSI should be
better developed based on domain experience, creativity, HITLS, activity analysis,
human-centered complexity analysis, as well as organization design and manage-
ment [9]. Unifying HCD and SE will shape appropriate HSI and facilitate the
production of successful systems.

The recent SERC research roadmap listed seven requirements relevant to AI4SE
[43]: tools and domain taxonomies and ontologies; semantic rules; inter-enterprise
data integration; automated decision framework; authoritative data identification;
digital assistance; and digital twin automation. This roadmap specifies that HSI “will
no longer be a specialty area but will be front and center to system definition.” This
chapter brings solutions for the operationalization of this endeavor. In addition, AI is
considered as data science, including machine learning. Case-based reasoning,
multi-agent systems, and human-robot interaction appear to be useful AI approaches
and methods. What is called “hybrid Human/AI systems” is based on automated
reasoning machine agents helping humans understand complex data. The term
“virtual assistant” was used in the MOHICAN project. Human-autonomy teaming
between humans and increasingly autonomous machines is a crucial endeavor.

Fig. 10 A MOHICAN project’s example of PRODEC use
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Human-Centered Modeling Limitations and Perspectives

What kinds of models will be useful and usable for HSI? Many human models for
system analysis, design, and evaluation have been developed over the years. Let’s
cite a few. Originally, Simon and Newel’s model [59] of information processing has
been developed and extensively used in HFE and HCI. It was followed by
Rasmussen’s model [52] that provided a valuable and very much used framework
for cognitive engineering. Besides these fundamental models, other more applied
and targeted models were developed in the aerospace domain as support for simu-
lation purposes, such as MIDAS [18] and MESSAGE [15]. These models attempted
to mimic human behavior and cognitive processes (e.g., they were able to land an
aircraft safely and mimic human errors). For example, MESSAGE has been used to
figure out workload assessments during the certification of two-crewmen commer-
cial aircraft. On another example, MIDAS supported exploration of computational
representations of human-machine performance to aid designers of interactive com-
plex systems by identifying and modeling human-automation interactions with
flexible representations of human-machine functions. MIDAS helped producing
guidelines in aeronautics and air traffic management [28].

Designers can work with computational representations of the human and
machine performance, rather than relying solely on expensive hardware simulators
and real flights with humans in the loop, to discover problems and ask “what-if”
questions about the projected mission, equipment, or environment. The advantages
of this approach are reduced development time and costs and early identification of
human performance limits, plus support for training system requirements and devel-
opment. This is achieved by providing designers accurate information early in the
design process, so impact and cost of changes are minimal. After almost 40 years of
experience of such simulated human models, it is obvious that there are several
directions of investigation, such as virtual human-in-the-loop simulation (HITLS)
where real humans interact with simulated machines and simple human models that
support the development of metrics and scenarios useful for HITLS.

HCD Based on Virtual Environments as Digital Twins

The shift from twentieth-century engineering associated with corrective ergonomics
to twenty-first-century human-centered design based on digital prototyping, HITLS,
and tangibility assessment opens SE to a radical transformation where HSI becomes
central. Engineering design enables now to involve humans in the loop within a
control and management virtual space, which incrementally becomes more tangible
[8]. Figure 11 presents the tangibilization process of virtual HCD.

The term “control & management space” in Fig. 11 is generic, referring to a
control room or a vehicle cockpit. Since it is deliberately assumed that the environ-
ment is multi-agent, agents being people and/or machines, initial agents being
designed are virtual. These agents do not include the real people who are interacting
with the control and management space within which agents are incrementally
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tangibilized in an incrementally more physical environment. For example, let’s
consider that our goal is the design and development of a fleet of robots replacing
people on an oil and gas offshore platform. A control and management room (space)
is developed in the first place where real people will have to deal with a simulator of
a virtual fleet of robots both moving and interacting with a virtual oil and gas
offshore platform. Activities of these people are observed and analyzed to produce
modifications of structures and functions involved in the simulation. This virtual
HCD (VHCD) process is further pursued until a satisfactory design is reached, in
terms of safety, efficiency, and comfort, for example. Then, one or two robots, as
well as the platform, can be started to be tangibilized in a physical playground. A
mixed virtual/tangible HCD process can then be initiated as for the VHCD, same
agile processes, and so on. The tangibilization process can then continue until
everything is tangible.

In addition, once a human-machine system is fully developed, virtual environ-
ments that were used in VHCD can be used and refined as digital twins constantly
evolving using experience feedback. In other words, system’s interactive documen-
tation is now available in the form of digital twins.

Tangibilization
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Fig. 11 Tangibilization process in three steps: from virtual to tangible
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Summary

Summing up, model-based human systems integration (MBHSI) is a very promising
field of investigation. Possible directions of research are not only on human model-
ing but also on HITLS and more specifically human-centered digital twins, with
tangibility in mind. This chapter presented an approach that enables improvement of
design flexibility, resource management, and system knowledge though HITLS.
Therefore, virtual prototyping that supports virtual human-centered design needs
to be continuously improved.

New approaches are currently developed using HCD in MBSE [36] and more
specifically virtual HCD in increasingly autonomous complex systems [3]. From a
more general standpoint, using human and social sciences in systems engineering
(i.e., HSI) differs from using hard sciences that include science, technology, engi-
neering, and mathematics (i.e., STEM disciplines) by the fact that they force to
explore human systems activity. More specifically, the main difference between
conventional MBSE [23, 39, 53], that is, typically technology centered, and
MBHSI relies on constant search for emerging behaviors through activity observa-
tion and analysis and, consequently, agile incorporation of emergent functions and
structures into human-centered systems engineering practice.

An epistemological endeavor is in front of us. HSI requires more fundamental
research efforts on human-centered and organizational topologies and ontologies
that should support MBHSI. A novel system science where technology, organiza-
tions, and people (i.e., The TOP model) can be studied together in a rational and
consistent manner needs to be harmonized.
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