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Situation awareness (SA) has been a topic of interest for more that two decades in human factors and 
ergonomics. This paper proposes a critical account on this useful concept for human-centered design. 
First and foremost, it proposes various meanings of the concept of situation, ranging from the real, 
available, perceived, expected, to desired situations. In addition, a situation is not a snapshot; it should 
be investigated as a dynamic set of states. This paper proposes two perspectives of situation models: 
extrinsic and intrinsic. The extrinsic-intrinsic distinction is interesting because it can support deeper 
analysis of SA complexity. In particular, human operator’s expertise and experience is central to the 
concepts of SA and associated mental models, especially in safety-critical systems and environments. 
For example, aircraft pilot’s mental models are incrementally formed by training and extensive 
experience. This is the intrinsic account of SA complexity. In addition, aeronautical operational 
situations can be very complex (e.g., high density traffic or bad weather conditions). This kind of 
“external” situation cannot be represented by a set of states only, but requires multi-agent models. 
This is the extrinsic account of SA complexity. Human-systems integration cannot be done correctly if 
both intrinsic and extrinsic SA complexities are not properly taken into account.  
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1. Introduction 

For more that two decades, situation awareness (SA)1 has been a recurrent topic in the human factors and 
ergonomics (HFE) community, and Endsley’s SA model was, and still is, very influential (Endsley, 1995ab, 
1998, 2000). This model typically claims that SA is “the perception of elements in the environment within a 
volume of time and space, the comprehension of their meaning, and the projection of their status in the near 
future” (Endsley, 1995b). Several other authors worked on variations of this model such as (Smith & 
Hancock, 1995; Vidulich, 2000; Stanton, Chambers & Piggott, 2001; Dekker, Hummerdal & Smith, 2010). SA 
is thought as knowledge we have about the environment, which can guide our actions. Problem is that the 
perceived environment (i.e., what we usually call the situation) constantly evolves, and people need to 
constantly update knowledge they have on this environment. People have several limitations, one of them 
being their working memory saturation. In addition, their level of familiarity with various types of situation 
makes the situation awareness process more or less easy to perform. This depends on the mental model 
that they have developed (e.g., expert, occasional or novice human operators do not have the same 
operative mental model, and therefore will not derive the same meaning or interpretation of a same 
situation). These factors need to be addressed in more details and depth than they have been until now. For 
example, humans do not naturally fly; they need to “wear” a prosthesis, called an aircraft, to be able to fly. It 
takes some time to become a pilot; and it takes even more time to become a proficient pilot. Proficiency is 
expressed in number of flight hours. The main reason for this proficiency acquisition is the need for flight 
embodiment. In the aviation community, we say that pilots need to acquire the “sense of air.” 

This paper proposes an experience-based2 critical analysis of the concepts of “situation” and “awareness” 
from different points of view. What do we mean by a “situation”? Is it what we perceive in the environment or 

                                                
1 After producing the latest version of this paper, I discovered the existence of a 2015 special issue of the Cognitive Engineering and 
Decision Making Journal on situation awareness (SA). I then realized that other people currently have strong opinions on this subject. 
This paper is not a reaction to the whole content of this journal special issue. For now, my point is clear: SA is an important concept and 
deserves to be treated in more depth! More specifically, human-centered design of complex life-critical systems cannot be done 
correctly if expertise, familiarity, tangibility, situation complexity and the notion of consciousness are not taken into account seriously. 
2 Thirty-five years of continuous experience (practice and research) in the field of aircraft cockpit design, and more generally human-
centered design of life-critical systems. 
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what the environment really is? Is it what we expect to happen or what really happens? Is it a snapshot or a 
dynamic evolution of the environment where we are? How do we model a situation? Is it a set of 
environment variables or sophisticated model of the environment? What do we mean by environment? Is it 
what surrounds us? Are we part of it? About awareness: is awareness an intentional cognitive (i.e., 
conscious) process, a reactive (i.e., subconscious) process or both? In other words, we need to address the 
distinction conscious-subconscious processes. This discussion leads to a more philosophical analysis of 
awareness, consciousness3 and embodiment. These concepts will be analyzed breaking with the Cartesian 
approach that separates mind and body, and shifting to a phenomenological approach that puts forward 
experience (Derida, 1954). Edmund Husserl broke with positivist philosophy (Comte4, 1865; Zahavi, 2003). 
He studied the structure of consciousness, making a distinction “between the act of consciousness and the 
phenomena at which it is directed (the objects as intended).” He also developed the concept of 
intersubjectivity (i.e., the psychological relation between people – which I extend to relations among humans 
and/through interactive systems), which today makes a lot of sense when we study multi-agent systems, 
emergent properties of multi-functional tasks and collective SA (Salmon et al., 2009; Kasdaglis et al. 2014). 
For example, automation, as it is implemented and used up to now, is often considered as an agent (i.e., a 
third crewmember in current commercial aircraft cockpit), and should be analyzed as such. 
 

 
2. Extrinsic versus intrinsic situation models 

The “situation awareness” concept is two-fold: “situation” and “awareness”! Let’s analyze the concept of 
situation first. I looked at several dictionaries and encyclopedia, and the most frequent definitions (or most 
related concepts) for the concept of situation are the followings: location; set or combination of 
circumstances; state of affairs; condition; case; position; post of employment; job. It can be also defined as a 
set of fact, events and conditions that affect somebody or something at a particular time and in a particular 
place. 

Situation may refer to a dynamic set of states including multiple derivatives, in the mathematical sense. 
Let’s try to construct a model of the various kinds of situations (Figure 1). Ideally, the real world is 
characterized by an infinite number of highly interconnected states. This is what we call the “real situation”. It 
may happen that some of these states are not available to us. For example, many states describing aircraft 
engine health are not directly available to pilots. States available to a human observer define the “available 
situation” (e.g., aircraft engine health states available to pilots). Note that the “available situation” is typically 
part of the “real situation”. In addition, the “available situation” may not be totally perceived by the observer. 
What he/she perceives is called the “perceived situation”. Of course, the “perceived situation” is part of the 
“available situation”, but is also directed by what is being expected. The “desired” situation typically 
expresses a goal-driven behavior (e.g., we want to get to this point). The “expected” situation expresses an 
event-driven behavior (i.e., we anticipate a set of states to happen). 

  
Figure 1: Various kinds of situations. 

                                                
3 In this paper, consciousness is taken in the sense of a compilation of “experiences” that results in combined mental and physical skills. 
4 Auguste Comte (1798–1857) founded positivist philosophy and is the first philosopher of science in the modern sense. 
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When people expect something to happen very strongly, they may be confused and mix the “perceived 
situation” with the “expected situation” (i.e., this is usually related to cultural context, distraction and focus of 
attention). There is huge difference between monitoring activities and control activities. People involved in a 
control activity are goal-driven. Their SA process is directed by the task they need to perform. Conversely, 
people who only have to monitor a process (and who do not have to act on it) need to use, and sometimes 
construct in real time, an artificial monitoring process that may be difficult, boring and sometimes 
meaningless. In this second case, the situation awareness process has many chances not to be 
accomplished correctly. 

Finally, the “perceived situation” is not necessarily a vector of some available states, but a model or 
image that emerges from a specific combination of these states, incrementally modified over time. This is 
called experience acquisition. Human operators build their own mental models or mental images of the real 
situation. This mental image depends on people, cultural context, current people’s activity and other factors 
that are specific to the domain being studied.  

Consequently, human operators subjects, who are not familiar with situations in laboratory setups, may 
lead to false interpretations in the long term. For this reason, human-centered design formative evaluations 
dealing with complex systems require training, minimal experience acquisition and longer involvement of 
human operator subjects. At HCDi for example, we choose to design new systems using realistic aircraft 
simulators and professional pilots. 

Real and available situations are categorized under the concept of extrinsic situations. Expected and 
desired situations characterize the concept of intrinsic situation. Perceived situations belong to both concepts 
of extrinsic and intrinsic situations. Extrinsic situations are related to the complexity of human operator’s 
environment. Intrinsic situations are related to the complexity of human operators’ capabilities. Both types of 
complexity could be expressed in terms of number of states and interconnections among these states. In 
both cases, appropriate models need to be developed.  

 
 

3. Awareness and consciousness 

Many SA models forget to mention what mental processes they are referring to. As already introduced 
above, SA could take place at a subconscious level (e.g., the skill-based behavior level of Rasmussen’s 
model) because human operators tend to compile their knowledge to become expert, proficient and effective 
in their activities (Rasmussen, 1986). This compilation results from training and experience. The concept of 
compilation should be understood as an analog of software programs compilation (i.e., once compiled it is 
very difficult and most of time impossible to decompile). This compilation leads to a set of skills (i.e., 
executable routines). We will say that resulting situation awareness is embodied. Of course, SA could also 
take place at the conscious level (e.g., the rule-based or knowledge-based behavior levels of Rasmussen’s 
model). In this case, situation awareness is purely cognitive (i.e., interpreted following the software 
engineering analogy of the compilation concept), and corresponds to HFE classical definitions. 

In a recent article, Dekker started a debate on the circularity of complacency, intentional bias and loss of 
situation awareness, where he stated that complacency causes losing situation awareness, and losing 
situation awareness causes complacency (Dekker, 2015). This debate can be quickly ended if we consider 
the distinction between awareness and consciousness seriously. Of course, consciousness includes 
awareness (i.e., the awareness of something by a person), but it also includes the fact of being awake 
(Farthing, 1992). In human-systems interaction, being awake means not being complacent. For this reason 
and referring to Dekker’s article, I much prefer to use the term “consciousness” instead of “awareness” to 
denote this overall SA concept that the HFE community is using for more than two decades.  

Consciousness could be seen as an emergent phenomena resulting from interactivity among million of 
billion of synapses and 50 to 100 billion of neurons in the brain and the whole nervous system of a human 
being. No computer system can simulate this phenomenon yet. Therefore, it is difficult to formally validate 
any model of consciousness at this point. However, artifacts (our objects of studies in HCD) are concrete 
representations of human intelligence, whether they are physical or figurative. According to Changeux5, 
complexity of brain connectivity increased dramatically in the course of human evolution. He claims that 
Darwinian epigenetic human brain evolution, combined with social evolution, is translated into art production 

                                                
5 Jean-Pierre Changeux is a French neuroscientist known for his research in biology, from the structure and function of proteins to the 
early development of the nervous system up to cognitive functions. 
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evolution (i.e., art productions are interpreted as extra-cerebral memories). He also claims that human brain 
is not a sponge, but constantly projecting, testing hypotheses, exploring, self organizing and engaging in 
social communication (Changeux, 2008). Consequently, consciousness should be considered as a highly 
non-linear dynamic process that produces and constantly refreshes our operative image (in Ochanine’s 
sense) of the world that surround us in both physical and figurative meanings. 
 

 
4. Cognition, embodiment and familiarity 

Situational complexity needs to be analyzed both extrinsically and intrinsically. In aeronautics for example, 
pilot’s mental models are incrementally formed by training and incremental construction of experience and 
skills. Consequently, human operator’s expertise plays an important role when we want to analyze and 
assess situation awareness (i.e., the intrinsic account). In addition, aeronautical operational situations, for 
example, need to be modeled to better understand interactions among the various agents involved including 
automation (i.e., the extrinsic account). Therefore, multi-agent models and expert users (e.g., experimental 
test pilots in aeronautics) are required.  

At this point, it is important to explain what we mean by complexity. First, the opposite concept of 
complexity is not simplicity, but familiarity. When we are moving from one place that we know well to another 
region of the world, one way or another, we always find this new place complex and difficult to handle. 
However, after a few months of stay, we start to be familiar with lots of details that were not salient, and 
sometimes not perceived at all, in the beginning. We become familiar with the environment. Familiarity 
decreases the perceived complexity of this new place. In other words, the emergent mental model 
increasingly becomes more familiar to the observer. We will see later that once this “familiar” mental image 
of the situation is learned, it depends on the way people use it (i.e., it could be located at the sub-conscious 
level or the conscious level of the brain, and sometimes embodied in our senses). Professional dancers, for 
example, learned through intensive training to embody jumps, spins and pirouettes, so they do not think 
about at a conscious level to execute these kinds of movements. They concentrate on more complex 
endeavors.  
 

                                             
 
Figure 2. Classical commercial aircraft’s navigation display. The left vertical line is the initial trajectory. The 
right one is the offset. The pilot estimates the distance between these two lines, here about 3 NM. 

 
Expertise and familiarity (i.e., the intrinsic account) are not sufficient to characterize complexity of the way 

situations are perceived. Another type of complexity needs to be understood and handled. Complexity of the 
available situation needs to be analyzed and understood also (i.e., the extrinsic account). A pilot cannot fly if 
he/she does not understand flight physics and meteorology. He/she should have a tangible perception and 
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comprehension of the extrinsic situation of his/her environment. This account is consistent with current HFE 
mainstream SA definition in terms of perception, comprehension and projection of the available situation. 
Note that this does not remove the need for usability engineering (Nielsen, 1993) tests at design time in 
order to improve the available situation. 

Let’s take a real world example in commercial aviation. When air traffic control asks the aircrew to offset 3 
NM on the right from their trajectory, on classical commercial aircraft, the pilot typically manually turns the 
heading knob to the right until the 3 NM offset is reached and re-establish the original heading. This is an 
embodied gesture (Figure 2). Conversely, in modern automated cockpits, the same maneuver is performed 
using the Flight Management System (FMS). The pilot enters “3R” (i.e., 3 NM offset on the right) on the flight 
plan page (Figure 3). The FMS computer (considered as an artificial agent) automatically takes the 
requested offset and re-establishes the original heading. In this case, the pilot delegates the offset task to 
the FMS agent. This is a cognitive act. In these two cases, SA is not managed in the same way. In the 
former case, the pilot has to estimate that the offset is reached by monitoring the evolution of the aircraft on 
the navigation display (ND). This monitoring is not a difficult task, but it is not as accurate as what an 
automated system can do. The SA process should take into account aircraft inertia for the estimation of the 
offset on the ND. In the latter case, the pilot does not have to worry about this estimation because it is 
entirely done by the system, including inertia management. We see that in modern cockpits SA has to be 
thought as a human-systems multi-agent activity.  

 
 

       
 
Figure 3. (Left picture) The pilot enters “3R” on the user interface of the FMS under the prompt “OFFSET”, 
and selects “INSERT”; (Right picture) The navigation display shows the initial trajectory (dotted line) and the 
offset trajectory (plain line). 
 

 
5. Human activity and tangibility 

The distinction between body and mind, proposed by René Descartes (Mattern, 1978)6, leads to a definition 
of consciousness, and then awareness, that is purely cognitive. This approach directly leads to the 
conception the HFE community currently has of situation awareness. However, there is another approach, 
which privileges embodiment, where body and mind are interconnected. This corresponds to the 
phenomenological thought (Heidegger, 1927). This philosophical approach is both sociological and tangible. 
                                                
6 In this short essay, Ruth Mattern analyzes René Descartes’ correspondence with Princess Elizabeth of Bohemia on the mind-body 
distinction. 
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On the sociology side, Lucy Suchman’s work introduced the concept of situated actions (Suchman, 1987). 
Suchman introduced a novel reactive approach to HCI (i.e., event-driven), contrasting with the classical 
cognitive approach (i.e., goal-driven). She used ethnomethodology to better understand social actions 
(Garfinkel, 1967). Ethnomethodology focuses on people’s activity (i.e., what people actually do) and not on 
tasks (i.e., what people are prescribed to do). This distinction between task and activity was already 
described to define the cognitive function representation for the implementation of cognitive function analysis 
(Boy, 1998, 2013), as well as activity theory (Leont'ev, 1981; Kaptelinin, 1995). The concept of activity is 
related to Ochanine’s concept of operative image (Paris I Seminar on D. Ochanine’s Operative Image, 
1981). More recently, exploring the social aspects of interactive systems, Paul Dourish proposed the 
foundations of a new approach on human-computer interaction through embodied interaction (Dourish, 
2001). The concept of activity has then to be understood as both cognitive and embodied. 

Whenever we explore human interaction with the world, whether it is physical or virtual, tangibility is an 
issue (Boy, to appear). Situation awareness has to do with tangibility. Tangibility can be understood in a 
physical sense (i.e., an object that you can physically grasp). For example, when you are driving and need to 
change the volume of your radio, a rotary knob with physical notches enables you to physically feel how 
much you turn. Tangibility can also be understood in a figurative sense (i.e., a concept or idea that you can 
mentally accept). In a discussion, we sometimes argue, “this is not tangible, I don’t buy it!” This is because 
interaction is not only rationally cognitive (i.e., people often use heuristics and practice abduction instead of 
rational demonstration using deduction). Human interaction can be embodied (i.e., physical tangibility) and/or 
involve educated common sense (i.e., figurative tangibility). Educated common sense was already defined in 
(Boy, 2013).  
 
 
6. Discussion  
In the early eighties, I was an engineer freshly graduated with a Ph.D. in automatic control and computer 
science, and started learning HFE and cognitive science. At that time, my job was to design and develop 
new methods to help in the certification of commercial aircraft two-crewmen cockpits (Boy, 1983). This was 
the beginning of a new kind of flying, where automation became a new crewmember onboard. We were 
worrying about workload because we thought that removing one crewmember from the cockpit was going to 
add more work to the two pilots remaining. In practice, we incrementally discovered that automation created 
the opposite trend. Instead of creating more stress, automation created problems of vigilance, and later on 
complacency. Situation awareness was put forward during the nineties because we started to understand 
the effect of distance between what pilots perceived in the cockpit and the real world environment (i.e., 
aircraft systems and mechanical parts, air traffic control and physical environment). Cognitive ergonomics 
became dominant and HFE models became almost entirely cognitive. We started to neglect the physical 
aspect of things.  

One of the main reasons for this was that information technology penetrated mechanical parts (i.e., we 
massively put software into hardware), creating deeper automation issues. Today, things are totally different. 
We start designing systems in virtual worlds by developing software to the point that we can test human 
factors issues very early on during the design process. Automation is no longer an issue because we design 
and test software and interactivity before we develop hardware. The main issue then becomes tangibility 
because hardware is developed around and from software, to the point that we can now 3D-print hardware 
from software. In fact, we design and develop tangible interactive objects (Boy, 2014), which more generally 
become tangible interactive systems or TISs (Boy, to appear). These TISs need to be integrated, as Salmon 
and his colleagues suggested in a response to Dekker’s article, by using their distributed situation 
awareness approach (Salmon et al., 2015). These authors claimed that systems can be responsible for 
loosing situation awareness. Consequently, the right approach for situation awareness today is to investigate 
interactivity of multi-agent (humans and systems) consciousness. System consciousness can be defined as 
both awareness of something by the system and lack of complacency (i.e., the system does not fail while 
working).  

In addition, consciousness is also as much embodied as cognitive; this is what Merleau-Ponty calls 
corporeity, based on the distinction between phenomenology and positivism philosophies (1964). For that 
matter, it is crucial that investigators and scientists studying situation awareness for human-systems 
integration clearly understand how cognition and embodiment are interrelated. In other words, on the one 
hand, investigators and scientists should understand human operator’s level of expertise and proficiency, 
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and on the other hand, they should have experienced these cognitive and embodied skills by themselves in 
order to set up experiments and interpret results correctly. In particular, in life-critical domains such as 
aerospace, they need to understand that expertise is most of the time more important in experimental setups 
than usual statistical requirements to produce an “accepted” scientific paper (e.g., instead of taking 30 
students to satisfy statistical requirements, it is often much better to take 4 professional pilots and a few 
aerospace experts to derive meaningful conclusions). The experience-based approach is often more 
effective and meaningful than the statistical approach for human-centered design of complex life-critical 
systems. Of course, this observation goes beyond the situation awareness issues being discussed, and 
statistical analyses should be promoted anytime meaningful experimental setups and results are guaranteed. 
 

 
7. Conclusion 

Situation awareness complexity comes from several causes. First, as already explained, “awareness” does 
not include the notion of complacency or its opposite concept, “awakeness.” For that matter, the term (and 
concept) “consciousness” is more complete than awareness. Second, complexity of the situation itself 
matters. We call it extrinsic complexity. Third, complexity of the awareness process is crucial and involves 
not only conscious and subconscious mental mechanisms, but also physical sensing and feelings. We call it 
intrinsic complexity.  

The extrinsic-intrinsic distinction is interesting because it can support our understanding of situation 
awareness complexity, even if extrinsic and intrinsic complexity could be ultimately merged into a single 
model. The extrinsic perspective includes situation models that enable analytical interpretation of situations. 
This type is commonly used in the HFE community to better understand and assess situation awareness in 
work environments. It is based on a very simple model that involves three cognitive processes: perception, 
comprehension and projection. The intrinsic perspective attacks model-based behavior modeling, which 
considers that people use operative mental models to act. Operative mental models are incrementally 
learned by people to interact with systems and, more generally, their environment. In addition, these models 
include a physical part and a mental part. These models are evolving as people learn about their 
environment (i.e., as they become more familiar with their environment). Consequently, familiarity plays an 
important role in situation awareness.  
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