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REVIEW ARTICLE                                           

Shaping the development and use of Artificial Intelligence: how human 
factors and ergonomics expertise can become more pertinent

Gudela Grote 

Management, Technology, and Economics, ETH Z€urich, Z€urich, Switzerland 

ABSTRACT 
New developments in Artificial Intelligence (AI) are extensively discussed in public media and 
scholarly publications. While in many academic disciplines debates on the challenges and 
opportunities of Artificial Intelligence (AI) and how to best address them have been launched, 
the human factors and ergonomics (HFE) community has been strangely quiet. I discuss three 
main areas in which HFE could and should significantly contribute to the socially and economic
ally viable development and use of AI: decisions on automation versus augmentation of human 
work; alignment of control and accountability for AI outcomes; counteracting power imbalances 
among AI stakeholders. I then outline actions that the HFE community could undertake to 
improve their involvement in AI development and use, foremost translating ethical into design 
principles, strengthening the macro-turn in HFE, broadening the HFE design mindset, and taking 
advantage of new interdisciplinary research opportunities. 

Practitioner summary: HFE expertise could and should significantly contribute to the socially 
and economically viable development and use of AI. Translating ethical into design principles, 
opening up to broader multi-stakeholder perspectives, and engaging in interdisciplinary collab
oration within a design science framework are discussed as measures to achieve that.
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Introduction

While in most disciplines the last few years have seen 
an intense scholarly debate on the challenges and 
opportunities of Artificial Intelligence (AI) and how to 
best address them, the human factors and ergonomics 
(HFE) community for the most part has been strangely 
quiet (Salmon, Carden, and Hancock 2021, Salmon et al. 
2023). For instance, examining the articles published in 
the journal Ergonomics over the last few years, one finds 
few papers that discuss AI in relation to its emerging 
qualities as autonomous, self-learning systems, used in 
wide-ranging contexts from judicial decision-making to 
matching drivers to ride-hailing customers.

Even in Hancock’s (2019) much discussed article 
on self-driving cars, the focus is more on classical 
issues to be addressed in any automated system, 
such as allocating functions between humans and 
technical systems and handling problems arising 
from humans becoming supervisory controllers, 
rather than on novel challenges resulting from the 

inherent intransparency of systems using deep neural 
networks or the continuous adaptations of such sys
tems during their use. Reasons for this reticence may 
lie, among others, in the deep-seated tendency of 
HFE researchers to be rather timid about making 
strong statements and recommendations on any 
emerging issue due to their concern for fulfilling 
highest standards in their methods and in the empir
ical evidence they accumulate (Dul et al. 2012; 
Hancock, Nourbakhsh, and Stewart 2019; Salmon 
et al. 2022). However, HFE perspectives and know
ledge need to become a much larger part of the cur
rent discourse to help steer developments towards 
economically and socially viable use of AI.

In the following, I first outline specific challenges 
brought about by increasingly autonomous, self-learn
ing systems. I also indicate how HFE could and should 
significantly contribute to addressing these challenges. 
Subsequently, I propose some measures the HFE com
munity might take to become more relevant for 
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shaping AI development and use, especially in light of 
its extensive expertise in managing risks of new tech
nologies. By helping to address AI risks more effect
ively, HFE can and should play a significant role in 
using AI to find equitable solutions to many pressing 
societal problems, such as affordable healthcare and 
sustainable use of natural resources (Chui et al. 2018).

Main topics in the current debates on AI

Over the last few years, new developments in AI have 
been a topic in public media and in scholarly publica
tions almost daily. AI-based systems that ‘generate out
puts such as predictions, recommendations, or 
decisions ( … ) (and) operate with varying levels of 
autonomy’ (NIST. 2023, 1) have been proclaimed to sig
nificantly reduce the need for human labour even in 
highly skilled occupations (Frey and Osborne 2017), to 
shift control over workers from managers to algorithms 
(Kellogg, Valentine, and Christin 2020), and to revolu
tionise education (Kasneci et al. 2023). While many of 
these predictions may overrate the impact of AI, there 
is no doubt that AI has already shaped and will con
tinue to shape how we live and work. Three topics 
appear particularly relevant for how our future with AI 
will unfold, which I will outline in the following to then 
also highlight the pertinent HFE knowledge for each. 
None of these topics is new as such, but in line with 
other authors I would argue that the growing ability of 
AI systems to autonomously learn and adapt adds new 
perspectives to these topics that need to be addressed 
in at least partially new ways (Berente et al. 2021; 
Salmon et al. 2023; Slota et al. 2023).

Will AI automate and/or augment human work?

Ever since Frey and Osborne (2017) published their 
prediction of up to 50% of jobs being lost due to 
emerging technologies including AI, the future of 
work has been high on the agenda both in the public 
and in academia. Subsequent analyses have shown 
that these predictions most likely are exaggerated, 
especially because technology usually only affects cer
tain tasks within jobs and not whole jobs (Arntz, 
Gregory, and Zierahn 2016). The general tenet 
remains, though, that the current landscape of occu
pations will be dramatically changed (Parker and 
Grote 2022). In order to manage these changes well, a 
crucial question to answer is—as in all previous waves 
of technology development—whether AI is used to 
automate and/or augment human work. However, 
with the growing adaptive and learning capabilities of 

AI systems, the range of tasks that could be auto
mated has substantially increased and the possibilities 
for humans to interact with these systems has 
decreased due to the inherent opacity of self-learning 
systems (Castelvecchi 2016). These developments have 
led Hancock (2019, 483) to state that ‘the slow, steady 
and apparently inexorable extinction of any human 
contribution may be the natural sequella of automa
tion myopia’.

These concerns not-withstanding, as Hancock him
self and others have stressed, HFE expertise is dearly 
needed to help technology developers and organisa
tions using these technologies make sensible decisions 
about the future role of humans in AI-supported envi
ronments (Bentley et al. 2021; Hancock 2019). In the 
management literature, the question of automation 
versus augmentation has only recently been taken up, 
often with little reference to the decades of HFE 
research on levels of automation and function alloca
tion (e.g. Murray, Rhymer, and Sirmon 2021; Raisch 
and Krakowski 2021). Research on automation in HFE 
is often couched in generic terms that can be applied 
to any system with a high level of automation, 
thereby possibly not grabbing the attention of AI 
researchers (e.g. Chartered Institute of Ergonomics & 
Human Factors 2022). Moreover, HFE discussions of 
automation tend to focus on the immediate inter
action between humans and technology in primary 
work processes. To render the tremendous HFE know
ledge on how to best allocate functions between 
humans and technology more useful for the develop
ment and use of AI systems, multi-level frameworks 
are required to model and make decisions on higher- 
level augmentation of humans through potentially 
fully automated systems at lower levels. Methods such 
as EAST may be a starting point for such develoments 
(Stanton and Harvey 2017).

Will AI become uncontrollable and with what 
effects for accountability?

Probably the most hotly debated topic concerns con
trol and accountability for AI-based decisions and their 
outcomes and wider impact. The moratorium on gen
erative AI development recently proposed by key 
technology developers themselves speaks to the 
intensity of these worries (Tracy 2023). Self-learning 
systems such as ChatGPT create the much discussed 
‘black-box problem’ (Castelvecchi 2016) referring to 
the fact that these systems are opaque and unpredict
able even for their developers as they autonomously 
change with any new data available. Thus, they are 
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the first technology that can endogenously adapt and 
improve through its use, raising the fundamental 
question of who is in control of these systems and 
who is to be held accountable for the consequences 
of their use (Salmon, Carden, and Hancock 2021; 
McLean et al. 2023). Moreover, the emerging capabil
ities of AI seemingly get these systems closer to what 
has been termed artificial general intelligence (AGI), 
that is highly autonomous systems that perform cog
nitive tasks as well as or better than humans. These 
developments may create qualitatively new forms of 
automation which challenge human control over their 
safe and ethical use in even more fundamental ways, 
as they supercede humans’ intellectual capabilities 
(Salmon et al. 2023).

To date, from a legal standpoint it still has to be 
humans who are accountable. Bovens (2007, 447) has 
provided a widely accepted definition of accountabil
ity as the ‘relationship between an actor and a forum, 
in which the actor has an obligation to explain and to 
justify his or her conduct, the forum can pose ques
tions and pass judgement, and the actor may face 
consequences’. From this definition, it is clear that 
accountability should always be aligned with control, 
otherwise actors are held to account for actions they 
had no influence over. Control implies not only influ
ence, but also transparency and predictability so that 
influence can be applied most efficiently and effect
ively. These considerations are at the root of intense 
efforts to render AI explainable (Kim and Doshi-Velez 
2021; Rudin 2019).

Current discussions on what explainable AI entails 
and how transparent and predictable AI can and 
should be and for whom bring back memories of early 
work on mental models in HFE (Wilson and Rutherford 
1989). Concepts proposed for explainable AI also echo 
other prominent HFE concepts, such as human-cen
tred automation (Billings 1991), supervisory control 
(Sheridan 1987), and situation awareness (Endsley 
1995). However, the relevant literatures are rarely con
sidered and these principles seem to be reinvented in 
the plethora of publications on explainable AI. A laud
able step towards changing this state of affairs is 
recent work by Sujan, Pool, and Salmon (2022) which 
outlines relevant HFE principles for the design and use 
of AI in healthcare, but also points out that current 
HFE knowledge is not sufficient to answer all ques
tions related to aligning control and accountability 
among the many stakeholders involved in developing 
and using advanced AI systems. New research efforts, 
in close cooperation with other relevant disciplines 
from computer science to ethics, will be needed to 

substantiate regulatory requirements and practice rec
ommendations for giving human actors sufficient con
trol to also bear the responsibility for how AI is 
developed and used.

Will AI render the powerful even more powerful?

Emerging technologies always raise the question of 
whether and how power imbalances between employ
ers and workers, between regulators and regulatees, or 
between business and public interests are affected. For 
instance, the internet and the decentralised forms of 
communication and coordination and the broad access 
to knowledge it permits have been considered a demo
cratising force by many (Clegg, Courpasson, and 
Phillips 2006). Regarding AI, though, there appears to 
be a general apprehension that power imbalances will 
worsen. Algorithmic control of workers (Kellogg, 
Valentine, and Christin 2020; M€ohlmann et al. 2021), 
the difficulties involved in independent oversight 
desired for effective AI governance (Shneiderman 2016), 
the growing power of organisations that own large 
data sets and the resources for training complex mod
els on those data (Faraj, Pachidi, and Sayegh 2018), and 
financial pressures from venture capitalists on AI start- 
ups (Bessen, Impink, and Seamans 2023) are sources of 
this apprehension.

HFE with its general focus on rather narrow and 
specific applications of technology may seem to have 
not much to offer to alleviate these apprehensions. 
But in fact the contrary is the case. Especially the 
immense knowledge on participatory system design 
(e.g. Carroll 1996; Hignett, Wilson, and Morris 2005; 
Mumford 2000) and on shaping regulation for new 
technologies (Kirwan, Hale, and Hopkins 2002; Bieder 
and Bourrier 2013) could and should be brought to 
the table. HFE methods help to manage the complex
ities of goal conflicts among different stakeholders in 
pursuit of the goal to create the best possible systems 
for users (Waterson 2014). Compared to much of the 
work in the social sciences that aims at describing and 
explaining the impact of technology on work and 
organisations, the fundamental interest of HFE to 
design systems that foster human well-being and per
formance also helps to directly tackle power imbalan
ces rather than just lamenting them (Norros 2014). 
This design orientation aligns well with current efforts 
to define principles for AI governance that are hoped 
to strengthen the position of weaker stakeholders 
such as end-users or regulatory bodies (e.g. NIST. 
2023). Thus, it is essential to bring more HFE expertise 
to these efforts (Salmon et al. 2023).
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How the HFE community may become more 
pertinent in shaping AI

Answering to the challenges raised by the possibility of 
automation beyond human intellectual capabilities, by 
widening gaps between human control and account
ability in AI-supported work processes, and by growing 
power imbalances between different stakeholders 
involved in developing and using AI can rely on a wide 
range of HFE concepts, such as levels of automation, 
function allocation, mental models, situation awareness, 
human-centred automation, and partipatory ergonom
ics, as outlined above. However, these concepts have 
had little impact on on-going AI developments to date 
(Salmon et al. 2023). HFE research and practice not 
keeping pace with technological development, insuffi
cient involvement in companies’ strategic decision-mak
ing, resistance to acknowledging the primacy of 
economic rationales for firms, and the complexity and 
impracticality of HFE methods have been mentioned as 
reasons for this lack of impact (Hancock, Nourbakhsh, 
and Stewart 2019; Norman and Euchner 2023; Waterson 
2019). None of these reasons is new—as Emmenegger 
and Norman (2019, 513) have formulated it: ‘The field of 
HF/E has great potential. The problem is that it has 
long had great potential: It is time to change’. The 
strong worries about the risks AI entails and the motiv
ation to manage these risks well so that AI really 
becomes the solution to many societal problems as AI 
proponents proclaim (Chui et al. 2018) is hoped to cre
ate sufficient momentum for the HFE community to 
claim their seat at the many tables where the role of AI 
for our future is debated (Oswald et al. 2022). In the fol
lowing, I outline a few concrete measures that may 
help to do just that.

Translate ethical into design principles

Ethics has been at the forefront of many discussions 
on AI, due to presumed imminent threats posed by 
AGI and the increasing public exposure to AI risks, 
from fake news to faulty chatbots. The main thrust for 
managing these risks has been directed to regulation, 
to date mostly in the form of recommendations rather 
than firm standards, such as the ‘Ethics Guidelines for 
Trustworthy AI’ published by the High Level Expert 
Group on AI (2019). For ethical principles to have an 
impact on actual development and use of AI, they 
need to be translated into design principles. 
Otherwise, they run the risk of turning into fig leaves 
for unabated techno-centric innovation. This creates a 
great opportunity for HFE. Accordingly, HFE research
ers and practitioners should try their best to get into 

the relevant committees at national and international 
levels. They could help specify what, for instance, 
‘human agency and oversight’ (High Level Expert 
Group on AI 2019) entails in terms of concrete design 
choices regarding appropriate levels of automation, 
and what the resulting requirements for system reli
ability and transparency and for supervisory control 
are. Such detailed regulations would help to prevent 
loss of life linked, for instance, to Tesla’s ’autopilot’ 
(Siddiqui and Merrill 2023).

Generally, regulation has been considered the most 
powerful lever to influence the course AI develop
ments will take (Hwang, Kesselheim, and Vokinger 
2019; NIST. 2023; Shneiderman 2016). To effectively 
contribute to current regulation efforts, HFE experts 
may have to be more courageous and trust their own 
knowledge more than in the past. Committing type II 
errors by rejecting the evidence for new knowledge as 
presumed chance results can be worse than commit
ting type I errors by unduly accepting it. The speed of 
technological development requires for all who want 
to have a say in it to be fast as well. Attempts to halt 
developments, such as the recent moratorium on gen
erative AI, are bound to fail (Tracy 2023). However, 
speaking up to change the course of technological 
development is not necessarily easy either, as the 
power struggle between Tesla, the National Highway 
Traffic Safety Adminstration, and human factors pro
fessor Missy Cummings has shown (Ross 2023).

One specific debate where ethical and design prin
ciples need to be carefully balanced concerns whether 
learning algorithms should only be updated periodic
ally, rather than being left to learn incessantly from 
new data, in order to facilitate explainability and regu
latory oversight (Babic et al. 2019). ’Freezing’ algo
rithms seems sensible so that users and regulators can 
be provided with sound information on which input 
data were used and in what ways to create the output 
users see. A moral dilemma may arise, though, 
because leaving an algorithm to continuously learn 
from new data may result in better decisions that in 
extreme cases might make the difference between life 
and death, as in acute medical care. Involving HFE 
experts in efforts to provide a regulatory framework 
for this crucial issue is essential as they can help to 
evaluate the risks for different options of dealing with 
autonomous adaptations of AI systems.

Strengthen the macro-turn in HFE

Given that AI is discussed at all levels from human-AI 
interaction to national and international AI governance, 
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it is paramount that the discipline of HFE broadens its 
remit and brings its extensive knowledge to bear on 
these discussions. HFE has much to offer to enrich con
cepts and methods for explainable AI, for decisions on 
automation and augmentation through AI, and for fos
tering stakeholder dialogue, to name a few examples. 
To not get involved more, is an enormous opportunity 
lost.

For decades, the HFE community has been discus
sing the necessity to address larger societal questions 
and to expand its theories, models, and methods to 
include larger work systems and processes reaching 
far beyond single individuals’ interaction with technol
ogy (Bentley et al. 2021; Moray 1995; Thatcher et al. 
2018). Accordingly, HFE should not be defined as a 
scientific field focused on the design of human- 
machine systems only (e.g. Dempsey, Wogalter, and 
Hancock 2000), but on the design of larger socio-tech
nical systems within organisational and possibly soci
etal contexts (e.g. IEA. 2000). To date, HFE knowledge 
nevertheless has been absorbed most easily in the 
development of specific human-technology interfaces 
compared to decisions on function allocation between 
humans and technology or on job and organisational 
design (Challenger, Clegg, and Shepherd 2013; Sauer, 
Sonderegger, and Schmutz 2020). Many authors have 
discussed this void and how to best fill it, urging to 
get HFE involved much earlier in technology develop
ment and in the strategic decisions that even precede 
any development efforts (Davis et al. 2014; Dul and 
Neumann 2009; Emmenegger and Norman 2019; 
Grote 2014).

For such a change to happen, Dul et al. (2012) have 
argued that better marketing and higher standards for 
HFE knowledge are needed. Additionally, Grote (2014) 
and Challenger, Clegg, and Shepherd (2013) have 
pointed to strategic opportunities for HFE by translat
ing their concepts into the language of risk manage
ment as an overarching concern for all stakeholders 
involved in developing, using, and overseeing technol
ogy. By using Rasmussen’s (1997) risk management 
framework for detailing impacts of socio-technical 
choices at multiple levels from technology to society, 
Brady and Naikar (2022) have illustrated the utility of 
such an approach for decisions related to human- 
automation collaboration in military aviation.

A more macro perspective that includes stakehold
ers at different levels of organisations and stakeholder 
interaction across organisations can cast a new light 
on human-centred automation and the alignment of 
human control and accountability as its core require
ment (Boos et al. 2013). Beyond the well-known 

problem that accountability often devolves to individ
ual users, for instance the human occupants of a self- 
driving car, even if they have the least understanding 
of the system and little or no control over its function
ing, misalignments for other stakeholders have to also 
be considered. For instance, organisations commission
ing AI systems are usually accountable for providing 
high-quality training data, but they have insufficient 
knowledge of the complexities involved in validating, 
updating, and licencing AI-based technology to really 
understand the quality requirements (Hwang, 
Kesselheim, and Vokinger 2019). Technology develop
ers, on the other hand, do not always realise the diffi
culties in providing good training data, especially for 
more complex applications such as medical diagnosis 
or hiring decisions, where adequate differentiations 
and inappropriate biases are not always easily distin
guished (Teodorescu et al. 2021). HFE experts should 
be aware of these varying expectations regarding who 
can and should be in control, and who can and 
should be held accountable when problems arise in 
order to support appropriate aligment of control and 
accountability for all stakeholders across the AI life 
cycle.

By taking on such a larger perspective, HFE also 
becomes relevant for fields it to date has not played 
much of a role in, for instance personnel selection. 
With the advent of AI for automatically filtering job 
candidates, human resource managers have struggled 
to use the technology in ways that preclude biased 
decision-making, usually without the involvement of 
HFE experts (Tippins, Oswald, and McPhail 2021; van 
den Broek, Sergeeva, and Huysman 2021). By creating 
a bridge between human resource professionals and 
technology developers, HFE experts could have been 
and still can be very beneficial for translating both the 
intricacies of social perception and decision-making 
and requirements for building AI systems.

Broaden the HFE design mindset

Embracing early and fuller involvement in technology 
development, in the strategic decisions leading up to 
such development, and in the regulatory processes 
accompanying it requires for HFE researchers and 
practitioners to rethink their roles vis �a vis different 
stakeholders and to develop broader design mindsets. 
The IEA. (2000) definition of HFE is a perfect starting 
point for this endeavour. It reaches well beyond the 
design of human-technology interaction for single sys
tems by stressing the larger socio-technical and soci
etal systems within which technology is developed 
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and used. It also points to the broad range of stake
holders from designers and users to international 
regulatory bodies that are relevant for influencing, tak
ing and enacting decisions on how emerging technol
ogies should be and are employed. Reflecting these 
roles in the specific context of AI and developing an 
action plan of how these roles can be filled by differ
ent actors in the HFE community would be a good 
starting point.

An HFE design mindset corresponding to these 
new roles has to combine the currently prevalent 
physical and cognitive ergonomics with organisational 
ergonomics. In order to get involved with the many 
stakeholders that influence how AI is developed and 
used, HFE experts should be ready to consider larger 
‘socio-technical landscapes’ (Slota et al. 2023) rather 
than just socio-technical systems within organisations 
in their design considerations. Knowledge on partici
patory design is crucial in this respect, not only in 
terms of user involvement, but with respect to insti
gating stakeholder dialogue across professional, organ
isational, and institutional boundaries (Davis et al. 
2014). Design thinking (Brown 2008) has become a 
popular concept in this regard that may inform new 
HFE approaches to participatory design (Norros 2014). 
HFE is needed not only for its knowledge of what it 
takes to design effective and safe socio-technical sys
tems, but also of the social processes required for a 
design team to succeed in creating such systems. This 
dual role stemming from content and process know
ledge has to be reflected in the mindset with which 
HFE experts approach design projects.

Take advantage of new interdisciplinary research 
opportunities

Current discussions on concepts such as automation 
versus augmentation and explainable AI will greatly 
benefit from systematically integrating existing HFE 
knowledge. However, HFE research itself has to 
advance to be able to answer new questions involved 
in aligning control and accountability for autono
mously learning systems across multiple stakeholders 
and large power divides (Sujan, Pool, and Salmon 
2022). As organisation and management sciences have 
started to acknowledged the necessity to become 
more design science oriented and foster knowledge 
on ‘how things ought to be’ (Simon 1996, 4) if they 
want to be relevant for decisions on AI development 
and use, this may open new doors for collaboration 
with HFE (Clegg et al. 2017; Goes 2014; Parker and 
Grote 2022).

One research domain for such new collaborations 
could be explainable AI. Many long-standing HFE con
cepts such as mental models, situation awareness, and 
trust in technology need to be updated in relation to 
AI (Sanneman and Shah 2022). Moreover, larger socio- 
technical systems and different application contexts 
have to be considered, especially with respect to 
explanation requirements for different stakeholder 
groups. Langer et al. (2021) list the many possible 
underlying desires for explanation, such as system 
acceptance, fairness, or privacy, reflecting the perspec
tives of technology developers, users, regulators, or 
people affected by the outcomes of AI-based decisions 
respectively. Just these few examples already show 
that developing explainable AI cannot be achieved by 
one discipline alone and Langer et al. (2021) describe 
in more detail what questions should be answered 
through interdisciplinary collaboration: for instance, 
how explanation leads to understanding and how this 
process may be different for different stakeholder 
groups due to their professional background or per
sonality, or how explainability requirements should be 
combined to cater for the needs of different profes
sional groups that interact with and through the AI 
system.

Hancock, Nourbakhsh, and Stewart (2019, 7690) talk 
about fluency required for different stakeholders to be 
able to even discuss requirements for AI system, which 
can be considered a meta-layer of explainable AI, as 
‘designers, fabricators, manufacturers, and vendors of 
these emerging systems need to explicate their prod
ucts in a way that can be understood by legislators 
and the public alike’. This fluency is important for 
making sensible decisions about explainability of AI at 
the operational level, for instance regarding explain
ability-accuracy trade-offs. The assumption that more 
complex and thereby also more opaque systems are 
more accurate, has been challenged by pointing to 
cases where simpler models were just as accurate and 
by highlighting the business interests involved in sell
ing complex models to customers who cannot verify 
accuracy claims (Rudin 2019). Accordingly, suggested 
approaches for explainable AI are not only to increase 
transparency about the data used to train models and 
about modelling choices, or to provide post hoc 
explanations of outcomes, but also to deliberately use 
simpler, more easily comprehensible models, (Kim and 
Doshi-Velez 2021). The principles for responsible algo
rithmic systems published by the European and US 
Technology Policy Committees of the ACM (2022, 5) 
state that ‘the most desirable operational system 
setup is rarely the one with maximum accuracy’, 
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emphasising yet again that defining and developing 
explainable AI is a multi-stakeholder interdisciplinary 
endeavour to which HFE has much to contribute.

Conclusion

My overall contention has been that to date the HFE 
community has not succeeded in bringing its wealth 
of knowledge on how to best design socio-technical 
systems to bear on the directions AI development has 
taken and will take. I would even argue that compared 
to discussion of other kinds of automated systems, the 
influence of HFE has been particularly insignificant in 
the domain of AI, where just about every discipline 
but HFE has been very verbose. In the burgeoning 
literature on AI, HFE design principles have been rein
vented and sometimes distorted with little participa
tion by HFE scholars themselves. To shape the future 
of AI technologies in economically and socially viable 
ways, HFE knowledge is desperately needed as is 
interdisciplinary collaboration within a design science 
framework to expand this knowledge. I hope that I 
have been able to contribute to ongoing discussions 
on how HFE knowledge may be rendered more 
powerful and collaboration with other scientific com
munities more fruitful to foster design-oriented 
research and practice for the effective and safe use 
of AI.
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